PURDUE Distributed Cortical Networks Represent Visual Object Categories
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We built a predictive encoding model based on a deep residual
network (ResNet) [1] by using >10 hours video-fMRI training dataset.
The predictive model synthesized cortical responses to 64,000 visual
objects from 80 categories. We analyzed and compared the cortical
representational similarity among categories against their semantic
relationships, and separated the contributions from different levels of
visual information to object categorization. A primary focus here was
on testing a hypothesis that the brain uses nested spatial and
representational hierarchies to support multi-level visual categorization.
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The ResNet is composed of 50 hierarhical convolutional layers for object recognition

Encoding model predicted widespread cortical responses to natural visual stimuli
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a. Cortical similarity vs. semantic similarity
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a. Cortical representations of
superordinate-level categories

b. Cortical similarity and modularity within
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Layer-wise contribution to the categorical organization of biological objects
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The brain organizes distributed, overlapping, and property-based
category representations into a nested hierarchy. Such nested spatial
and representational hierarchies were attributable to different levels of
category information to varying degrees. These findings suggest that
increasingly more specific category information is represented by
cortical patterns in progressively finer spatial scales — an important
principle for the brain to categorize visual objects in various levels of
abstraction [2].
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